








learnt depends on the origin of the training data. Both
Target-only and Source+Target approaches incorporate data
from the target task, so the dimensionality is that of the target
task. When data from the source tasks only (Source-only) are
used, the features that occur only at the target hospital (target-
specific) are ignored and the solution lies in a lower dimension
(see figure 2).

Using LIBLINEAR,16 we learn three different risk prediction
models based on the approaches described in the ‘Risk stratifica-
tion’ section. We apply each classifier to the same hold-out set
(data from the second year) from hospital A. We select hyper-
parameters using five-fold cross-validation on the training set. We
set the hyperparameters equal to one another, as in equation (5).
Although this assignment is not optimal, it makes training a
model more efficient, because otherwise optimization would
require a search over three dimensions to find l 1; l 2; and l 3.

The results of this initial experiment are shown in figure 3A
and table 5 (denoted by Target Task ‘A’). The results give the
performance on the hold-out set in terms of the area under the
receiver operating characteristic (AUROC) curve, the area under
the precision recall curve, the breakeven point where preci-
sion=recall, and finally the OR (using a cutoff point based on
the 95th centile). We calculated the 95% CIs using bootstrap-
ping on the hold-out set. Comparing the performance of three
classifiers in figure 3A, we see that the classifier learnt solely on
data from the target task (ie, Target-only) performs the worst.
When data from hospitals B and C are included in the training
set, we see a significant improvement in performance. These

results demonstrate how auxiliary data can be used to augment
hospital-specific models. Hospital A has only 82 positive train-
ing examples, compared with hospitals B and C with a com-
bined 587 positive training examples. These additional positive
examples help the model generalize to new data.

In figure 3A, Source-only and Source+Target perform almost
identically. This might be because (1) the relatively small
amount of added data when training the Source+Target classi-
fier is not enough to have a significant influence on the perform-
ance, and/or (2) the target task (hospital A) does not differ
significantly from the source tasks (hospitals B and C).

To explore how the amount of available training data from
the target task affects the relative performance of the three
approaches, we repeat the experiment described above target
tasks B and C. The results of these additional experiments are
displayed in figures 3B,C and table 5.

Figure 3 shows how the relative performance of the three
approaches differs depending on the target task at hand. When
ample data from the target task are available (eg, target task C),
ignoring the target data can significantly hurt performance. This
result highlights the importance of including available target-
specific data when training a model.

Target-speci� c features are important
Across all three hospitals (ie, target tasks), we note that the
Source+Target approach performs at least as well as the best
classifier. The Source+Target approach jointly incorporates all
of the available training data and all of the features relevant to

Figure 3 Results of applying all three approaches to each of the target tasks. In each case the source data pertain to data from the other two
hospitals. AUROC, area under the receiver operating characteristic (curve).

Table 5 Result of applying the three approaches to each hospital, as described in Methods and Materials

Target task Approach No of training examples (positive) AUROC (95% CI) AUPR (95% CI) Breakeven Precision=Recall OR (95th centile)

A Target-only 11 380 (82) 0.7746 (0.74 to 0.82) 0.0379 (0.01 to 0.06) 0.0957 6.3886
Source-only 54 142 (587) 0.8242 (0.80 to 0.85) 0.0656 (0.02 to 0.10) 0.1383 9.8679
Source+Target 65 522 (669) 0.8239 (0.79 to 0.86) 0.0638 (0.03 to 0.09) 0.1489 9.3806

B Target-only 14 675 (161) 0.8110 (0.78 to 0.85) 0.0664 (0.04 to 0.09) 0.1274 11.3245
Source-only 50 847 (508) 0.7907 (0.75 to 0.82) 0.0557 (0.03 to 0.08) 0.1146 10.3604
Source+Target 65 522 (669) 0.8219 (0.80 to 0.85) 0.0699 (0.04 to 0.10) 0.1656 10.3604

C Target-only 39 467 (426) 0.8142 (0.80 to 0.83) 0.0526 (0.04 to 0.06) 0.0958 7.9779
Source-only 26 055 (243) 0.7428 (0.72 to 0.77) 0.0356 (0.03 to 0.04) 0.0818 6.0304
Source+Target 65 522 (669) 0.8114 (0.79 to 0.83) 0.0518 (0.04 to 0.06) 0.1051 8.9709

AUROC, area under the receiver operating characteristic; AUPR, area under the precision recall curve.
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the target task. In the next set of experiments, we measure how
the inclusion or exclusion of target-specific features affects clas-
sifier performance.

For each task, we learn three different classifiers on the same
training data but in different feature spaces. First, we train a
Target-only classifier, as in the previous experiments, using the
available target training data for each of the target tasks. Next,
we learn two additional Target-only classifiers but in a lower
dimensionality than with the first classifier. For example, con-
sider target task A, the first classifier (A1) learns a solution using
all of the features available to task A (ie, the union of sets 1, 4,
5, and 6 in figure 2), the second classifier (A2) ignores the
target-specific features (ie, it uses sets 4, 5, and 6), while the
final classifier (A3) considers only features common to all tasks
(ie, set 4). In doing so, we control for the amount of training
data and any changes in underlying distributions that could
influence performance on the hold-out data (eg, relationship
between the conditional or marginal distributions of the source
and target data). For the three classifiers, the training data and
test data are identical except for the set of features considered.

The results of this experiment are shown in figure 4. The
trend across all three tasks is the same, fewer features lead to
worse performance. The detrimental effect of removing the
target specific features is most noticeable for target task
C. Hospital C has 177 hospital-specific features not found at
the other two hospitals. Ignoring these target-specific features
leads to a significant drop in performance from an AUROC of
0.814 (95% CI 0.798 to 0.834) to an AUROC of 0.776 (95%
CI 0.755 to 0.795). The removal of the target-specific features
at the other two hospitals has less of an impact on performance.
For hospitals A and B there are fewer target-specific features (45
and 46 features, respectively) and fewer target-specific training
data. This might explain why there is no significant difference
between the AUROC achieved by the Source-only and Source
+Target approaches for these two target tasks (see table 5).

In a follow-up experiment, we learnt a single classifier by
pooling all of the data and searching for a solution in the
feature space common to all three tasks (ie, region 4 in figure
1). Applied to the hold-out data from task A, B, and C we
achieve an AUROC of 0.8178 (0.78 to 0.86), 0.7947 (0.76 to
0.84), and 0.7664 (0.74 to 0.79), respectively. This straightfor-
ward approach, ignores the target-specific features and as we
might expect results in a worse performance relative to the
Source+Target approach.

More data are not always better
In our next experiment we compare three different models for
each hospital (1) a Target-only model using a random sample of
5000 admissions, (2) a Target-only model at each hospital using
a random sample of 10 000 admissions, (3) a Source-only
model using a random sample of 5000 admissions from each of
the two hospitals. The average performance across 10 repeti-
tions is shown in figure 5.

For hospitals B and C having a small amount of data from the
target task is better than having twice as much data from the
source task. However, for hospital A the Source-only approach
does better than the Target-only approach despite the same
amount of training data. These two approaches seek solutions
in different feature spaces. The Target-only approach seeks a
solution in a higher dimensionality. This discrepancy in per-
formance could be for a combination of reasons (1) the source
data are a better approximation of what will happen during the
next year at hospital A and/or (2) the target-specific features for
hospital A are not informative.

Not all transfer is equal
When the results for target tasks A and B are compared, the
Source-only approach appears to work better for target task A
than it does for target task B. The amount of training data used
in training a classifier for hospital A is only slightly greater than
for hospital B (54 142 vs 50 847). This raises the question of
whether the discrepancy in performance is simply owing to the
effect of having 6.5% more data or owing to differences in the
underlying similarities between the source and target tasks. Data
from hospital C are included in the training data for both target
tasks, but it might be that data from hospital C transfer more
readily to target task A than to target task B.

Figure 4 Here the amount of training and test data are kept constant
but the dimensionality of the solution varies. AUROC, area under the
receiver operating characteristic
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To investigate this question, we apply the Source-only
approach to each of the three target tasks. However, instead of
combining data from the two available source hospitals we learn
a model for each source independently (while controlling for
the amount of training data) and apply it to the target task. The
results of this experiment are shown in figure 6. The source of
the training data are denoted along the x axis in figure 6. We
control for the amount of training data available at each hospital
by randomly undersampling data from the larger hospital.

These results suggest that data from hospital C might transfer
more readily to hospital A than data from hospital B, even
though hospital A and hospital B have more features in
common. This observation is supported by the last pair of bars
in figure 6: for target task C a classifier trained on data only
from hospital A outperforms a classifier trained on data only
from hospital B. This suggests that hospital B is the most differ-
ent of the three hospitals. This might explain why, despite the
large amount of training data, the Source-only approach per-
forms relatively poorly for target task B, but performs well for
target task A (see figures 3A,B). Additionally, as alluded to
earlier, these relationships might explain why the performance

of the Source-only and Source+Target approaches are almost
identical for target task A.

DISCUSSION AND CONCLUSION
In the previous section, our experiments were limited to three
hospitals (N=3). With over 5000 registered hospitals in the
USA alone, larger numbers of N are feasible. Opportunities for
scaling raise several important considerations and implications.
First, as N increases the number of features common to all hos-
pitals will shrink and therefore the number of hospital-specific
features will increase. Limiting models to only the shared
feature set (as in the study by Lee et al4) risks ignoring possibly
crucial hospital-specific information. Second, as N increases the
variation among hospitals will increase. Even for hospitals
within the same network, we found that the transferability of
knowledge was neither equal nor symmetric among hospitals.
As the variation among tasks increases, it is plausible that includ-
ing auxiliary data when training a model might actually diminish
performance on the target task. Future work is needed to inves-
tigate how to best select source data from a large pool of hos-
pital databases. Depending on the task, this could mean
selecting the best subset of hospitals, or the best subset of data
from each hospital. Third, as N increases the number of hyper-
parameters increases. Each hyperparameter controls the extent
to which data from each hospital contribute to the final model.
Procedures for identifying an optimal setting for hyperpara-
meters can quickly become inefficient with increasing N, posing
new challenges and opportunities in machine learning.

We note that many of the problems that arise when transfer-
ring knowledge across hospitals involve transferring knowledge
across time at an individual hospital. Over time, hospital popu-
lations, physical plants, tests, protocols and staff change.
Furthermore, electronic medical records change in the data col-
lected and the precise meanings of variables. Incorporating past
data into current models is an important future direction.

We have presented methods and experiments using data from
three hospitals to understand the potential gains and challenges
associated with leveraging data from external hospitals in build-
ing predictive models for C difficile infections. Although there is
no global model for the considered prediction task, the incon-
sistent performance of the Source-only approach across target
tasks indicates why national models often perform poorly when
applied to specific institutions.4 Auxiliary data tend to have the
greatest impact when the number of target training examples is
small, the number of shared features is large and there is signifi-
cant overlap in the shared feature space. When ample data from
the target space are available, our results demonstrate the
importance of including target-specific data and target-specific
features when training hospital-specific risk stratification
models. Our findings highlight the promise of leveraging exter-
nal data for building models at specific hospitals at which pre-
dictions will be used. We believe that further study of
techniques that facilitate the incorporation of all available data
across hospitals and databases should be a top priority in efforts
to construct and harness predictive models in healthcare.
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Figure 6 Here only data from a single source task are used to learn a
model, which is then applied to the target task. The ‘ indicates that the
amount of data used in training was limited to the amount of data
available from the other source. AUROC, area under the receiver
operating characteristic

Figure 5 The results of experiments from ‘More data are not always
better’, applied to each target hospital. AUROC, area under the receiver
operating characteristic
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